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Generative Models

• Learn the underlying probability distribution of the dataset.

• Generate new, previously unseen samples that fit same distribution.

• Generates realistic samples.

• Applications:

• Images,

• Audio, 

• Text, 

• Drug design.



Generative Models1
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Forward pass: learning

Backward pass: generation



Designing Fast and Invertible Normalizing Flow Models

A quote from a famous statistician, Goerge Box:

“All models are wrong, but some are useful.”

1Bond-Taylor, Sam, Adam Leach, Yang Long, and Chris G. Willcocks. "Deep generative modelling: A comparative review of vaes, gans, normalizing flows, energy-based and 

autoregressive models." IEEE transactions on pattern analysis and machine intelligence (2021).

• Approximate models.

• GANs: Optimization can be challenging and unstable.

• VAEs: Blurry samples and struggle capturing complex data.

• AR: Generate samples sequentially.

• EBMs: High variance training, Slow training, and sampling.

• Probabilistic models,

• High-dimensional spaces,

• Combinatorial spaces,

• Tractable

• One-to-one mapping.

• Latent space exploration (z).

• Need Fast Invertible Function, y = f(x)

• Intuitive Maximum Likelihood loss function

Other Generative Models1: Normalizing flow Models1:

Why NF? 



Normalizing Flows Models

• Coupling layers:

• Autoregressive Flows: 

Problem flow models: 

 - restricted triangular Jacobian,

 - meaning that all inputs cannot interact with each other.

1Bond-Taylor, Sam, Adam Leach, Yang Long, and Chris G. Willcocks. "Deep generative modelling: A comparative review of vaes, gans, normalizing flows, energy-based and 

autoregressive models." IEEE transactions on pattern analysis and machine intelligence (2021).

Backward pass: generation

Forward pass: Learning



Complexity of finding the Inverse of Convolution

Std. Convolution: Emerging Convolution1:

CInC Convolution2: FInC Convolution4:

Gaussian Elimination 𝑂(𝑛4) QR decomposition 𝑂(𝑛3) 

Back Substitution 𝑂(𝑛2) Back Substitution and Parallel 𝑂(𝑘2𝑛) 

n: input size

k: inv kernel size

k: input size

E. Hoogeboom et. al. ICML’19

S. Nagar et. al. TPM- W, UAI’21 A. Kallappa et. al. VISAPP’23



Backpropagation algorithm for the Inverse of Convolution Layer

Advantages: - Independent of the size (m)

                     - Fast sampling

                     - Backprop algorithm for the Inverse of Convolution

For training: 

For sampling:

                                              where w’ = inv(W). 

y = x ∗ W Std. Convolution

x = y ∗ W′ Inverse of Std Conv.



Inverse-Flow: Inverse of Convolution and its Backpropagation 
Algorithm

Softmax
Output:

Label (7)

fc

Inv. 

Conv-1

Inv. 

Conv-2Input:

MNIST digit

Image Generation using the above-proposed Inverse Convolution Layers and Backpropagation Algorithm 

Results

Accuracy- 96% 

Forward pass: learning

Error backpropagation 

Input (x) Output (z): latent vector
NF 

Model

Backward pass: generation

Forward pass



Inverse-Flow: Inverse of Convolution and Backpropagation 
Algorithm

Ablation Study: Results: 



Questions?
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